MoaenvpoBaHwue TPaHCMOPTHbIX NPOLIECCOB

MPUMEHEHWE HEMPOHHbIX CETEV

B PACNO3HABAHU MHONKALINW

NP MATHATOMOPOLLKOBOM KOHTPOJIE AETAJEN
KXEJTESHOLOPOXHOTO TPAHCITOPTA

A.l. OToKka

P.P. Ukaka

B cTaTbe paccMOTpeHbl BOMPOCh! MPUYMEHeHNs CBep-
TOYHbIX HEMPOHHbIX ceTen Ans obHapyXeHUs 1 Knac-
cndnkaunm gedekToB, BbISBASEMbIX MPW MarH1To-
MOPOLIKOBOM KOHTPOSIe AeTanemr 1N COCTaBHbIX YacTel
NOMBUXHOMO COCTaBa Xefe3HbIX gopor. MNpennoxeH
BapMaHT anropnutMa NocTpoeHns HeMPOHHOW CeTu
Ha Ga3e cyllecTBYOLLEN Ccpefbl NPOrpaMMMPOBaHMs
Google Colab, 6nbnmnotek Tensor Flow 1 Keras v a3bika
nporpaMmunpoBaHmsa Python.

KntoyeBble c/ioBa: MarHUTOMNOPOLLUKOBbIVI KOHTPOJIb, AeTain XeJ/1e3Ho40-
[POXXHOIro TpaHcriopTa, MarHATOMOPOLLUKOBbIe NHAnKaunm

eJibio Hepaapyiuaioniero kontposst (HK) rexnuue-

CKHMX 00'bEKTOB AIBJISICTCS] HE TOJIbKO 0OHAPYKEHHE
Je(heKTOB, HO U OlIeHKa MOTEHIMATBHOH OTacHo-

CTH MoC/eHNX. Pacno3naBanue 1edeKToB pagHoro THMA
CYUIECTBEHHO TOBBIIAET HH(OPMATHBHOCTb KOHTPOJIS,
1103B0JISIET OIITHMHU3UPOBATH TEXHOJIOTMUECKHE IPOLIECChI 3a
CYeT peasiu3allii TaK Ha3blBAEMOr0 aKTHBHOIO KOHTPOJISL.
B nacrosiuee Bpems HauboJlee AMHAMHYHO Pa3BUBAIO-
LIMMCsT HanpasJsieHueM npu pettienuu safau HK siBasiercst
aHau3 1eeKTOCKONUUeCKol HHpopMallii B BUJIE H30-
OpakeHuH, NpUUeM pacrosHaBaHue eeKTOB CBOJUTCS
K BH3yaJIbHOMY pacro3HaBaHuIoO U3o0pakeHuss oOHa-
py:KeHHOTO JedeKTa UeJIOBEKOM-0MepaTopoM. Takoe
pacro3HaBaHUe HMEET Psijl eCTECTBEHHbBIX HEJJOCTATKOB:

EDN: AEOTJK

CyObEeKTHBU3M, MaJjiasi HaJleXKHOCTh, 3aBUCUMOCTh OT
KOMIETEHTHOCTH orepaTopa u T.JI.

JlocToBepHOCTb U 06BEKTUBHOCTD OLIEHKH MOJyU€eH-
HBIX Pe3YJIbTaTOB HEMOCPEJICTBEHHO 3aBUCAT OT HCIOJb-
3yeMbIX CPEJICTB M CMOCOOO0B perucTpalliu, NpaBuIbHbIH
BbIOOP KOTOPBIX 06eCneyuBaeT TeEXHUKO - 9KOHOMHUYECKYIO
3 PeKTHBHOCTL KOHTPOJIS. [ [prMeHeHHe TesleBUBHOHHbBIX
1 (hoTorpaUuecKix CPpeCTs A/l PErUCTPALIUU PEe3yJib-
tatoB HK ¢ BBICOKOH TOUHOCTBIO MOBLIIIAET HAJIE?KHOCTD
U JIOCTOBEPHOCTb 0OHAPYKEHUST UMEIOLIUXCS HA TOBEPX-
HOCTH U3JIeJIHs1 IePEKTOB, a TAKXKe MO3BOJISIET MOJYUHTh
JIAaHHbIE O CTeNeHH ONACHOCTH JIe(PEKTOB.

B Hacrosiiiee Bpems /s petnenus 3agady HK npu-
MEHSIIOTCSI aBTOMAaTH3UPOBAHHbIE CUCTEMbl 00PaboTKH

OTtoka AnekcaHgp leHpukoBuY, acnvpaHT kadenpbl «BaroHbl» Benopycckoro rocyaapCTBeHHOro yHMBepcuTeTa TpaHcnopTa
(BenlYT), HaYanbHUK MyHKTa TEXHUYECKOro 0OCYXMBaHMS BaroHOB MOMesNb-naccaxmnpckuii fomenbckoro BaroHHoro aeno PYT
«[omenbckoe otaeneHne benopycckoii xeneaHon goporu», r. fomenb, Pecnybnvka Benapycb. O6nacTb Hay4HbIX MUHTEPECOB: MOo-
BblLLeHNEe 3PPEKTUBHOCTM N JOCTOBEPHOCTM METOL0B HEPA3PYLLUAIOLLLEro KOHTPOJIS Ha XeNe3HOL0POXHOM TpaHCrnopTe, aBTo-
MaTn3aumsi MarHUTOMOPOLLKOBOM AedeKTOCKONUX NMpu PEMOHTE AeTanelt N COCTaBHbIX YacTel KofecHbIxX nap. AsTop 6onee 50
Hay4HbIX paboT. MimeeT ABa naTeHTa Ha M300bpeTeHus.

Ukaka Puuapp PoGepToBuy, nHxeHep-koHcTpykTop OAO «CtaHkolomenb», . fTomenb, Pecnybnvka benapycb. O6nactb Ha-
YYHbIX MIHTEPECOB: NPUMEHEHNE NCKYCCTBEHHOIO NHTENNEKTA AN PELLEHNS Pa3NYHbIX 3a4a4 B NPOMbILLSIEHHOM CEKTOPE 3KO-
HOMUKMN, N3y4eHne BO3MOXHOCTW UCMOSIb30BaHNSA CBEPTOYHbLIX HEMPOHHbLIX CETEN Npu noucke n naeHtndukaumm aedektos B
YCNOBUSIX MPOBEAEHUS HEPA3PYLLAIOLLEr0 KOHTPOS MarHUTOMOPOLLKOBLIM METOA0M Pa3/iNyHbIX 0O bEKTOB KOHTPOS.

Xonopgunor Oner BuktopoBu4, 10KTOP TEXHUYECKMX HayK, Npodeccop kadenpbl «<BaroHsl» Benopycckoro rocyfapCcTBeHHO-
ro yHuBepcuteTa TpaHcrnopTa (benll'YT), r. Tomenb, Pecnybnuka Benapycb. O61acTb Hay4HbIX UHTEPECOB: MaTepuanoBeaeHne,
TpPEeHMe U N3HOC B MalLIMHAaXx, HepaspyLualoLmii KOHTPOJb N TeXHUYeckas amarHocTuka. ABTop 6onee 250 HayyHbIx padoT. MimeeT
6onee 10 naTeHTOB Ha M300OpPETEHMIS.
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«MPUMEHEHWE HEMPOHHbIX CETEV B PACTTIO3HABAHUW MHONKALINI
MNP MATHUTOMOPOLLKOBOM KOHTPOJIE AETAJIEMN

u3o0paxKeHull, MallMHHOrO 3peHusl. B KadecTse npu-
€MHHUKA H306pazKeHH s HCIOJIb3YIOTCS PAa3JMUHbIE BUIEO-
KOHTpOJIbHBIE yeTpoiicTBa. [Iporpammuoe oGecneuenue,
BXOJISIlII€€ B COCTAB 9THX CHUCTEM, MO3BOJISET ¢ PA3HOH
CTeNeHbl0 00BEKTUBHOCTH MPOBOANUTD KOJIMYECTBEHHBIH
aHa M3 u3obpaxkeHus 1edeKToB.

[IpumeneHnue creda u3upoBaHHbIX METOLIOB U aJIro-
PUTMOB aBTOMATHUECKOTO pacro3HaBaHust H300parKeHUH
JUISl CUCTEM TIpH peasi3alu pasauunbix MeTonoB HK
M03BOJISIET CYLLIECTBEHHO MOBBICHTb UX 9(PPEKTUBHOCTb.
OfHUMM M3 TaKHX aJrOPUTMOB B HacTosillee BpeMsi
SIBJISIIOTCST AJITOPUTMbI, OCHOBAHHbIE HA HCIOJb30BA-
HUM UCKyCCTBeHHbIX HelpoHHbiX cereil (HC) (neural
network — NN) [1—3].

O6aactu npumeHenusi uckyccrsennbix HC Becbma
pa3HooGpasHbl. HelipoHHble ceTH HalM PUMEHeHHE B
caMbIX Pa3J/IMUHbIX chepax AesTeNbHOCTH, TaKHX KaK 9KO-
HOMMKA M OU3HEC; MEIMLIMHA H 3]paBOOXpaHeHHe; po6oTo-
TEXHHKA; OXPaHHbIE CHCTEMbI; IPOMBILLJIEHHOCTb XHMHYe -
cKasi, HedprenepepabaTbiBaloLias; sHepreTHka [4].

Tpapuumonnsie metoasl HK, Takne kak pamuaimon-
HbIH, yJIbTPa3ByKOBOH, MarHUTHBIN U Ap., UMEIOT CBOH
0COOEHHOCTH U OrpaHUdeH s U TPeOYIOT MPH UHTEPIIpe-
TallMK PE3YJIbTAaTOB YUaCTHs OMBITHBIX CIelHa uCcTOB. B
3TOM CBSI3W BO3HHKAET MOTPEOHOCTh B HOBBIX METO/AX,
KOTOpPBIE MOTYT CHM3HTb POJIb YeJ0BeUeCcKoro (hakropa
¥ MOBBICHTb TOUHOCTb M 3hexkTuBHOCTL HK.

Hcnonbzosanne HC B HK nosBossier pemnts Takne
3a7a4n, KaKk aBTOMaTH3alHs ¥ yBeJHUYeHHe CKOPOCTH
KOHTPOJISI; TOBBIIEHHE TOUHOCTH; BO3MOYKHOCTb 06pa-
6aTbIBaTh pa3NHuHble THIBI JAHHBIX; 00yueHHe Ha OCHOBE
MMEIOLIUXCS TaHHbIX.

B Hactosiuiee Bpems uckyccerBeHHble HC yke Hatiu
npumeHeHue B Takux Buaax HK kak papuauuonusiii [4;5],
AKyCTUUYECKUH (yJIbTPa3BYKOBOH, aKyCTHUKO-3MUCCHOH -
Hblil) [6;7], BuXpeTokoBblil [8], TenoBoii [9], kanui-
Jaspublit [ 10—12].

Cayuyaes npumenenust HC s ananusa u xkaaccudu-
KalKHu 1e(peKTOB PU MAarHUTHO-TMIOPOLLIKOBOM KOHTpPOJIe
(MIIK) aBTopam Hen3BecTHO.

I KapTH NPHIHANCE

Ches
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B pa6orax [13;14] namn 6bl1a paccMoTpeHa BO3-
MO2KHOCTb HCTOJIb30BAHUS CHCTEM BHJICOHAOJIONCHHUS
1 HellpoceTeBbIX TexHosorui npu MIIK kosiecubix nap.
[IpumeHeHMe crelnnasu3upoBaHHOTO NPOrPaMMHOTO
oGecneuenusi 1 HC 1no3BoJisieT NpoBOANTL aHa/Iu3 U30-
OpaKeHHil, Ha KOTOPBbIX UMEEeTCsl YUaCTOK C BBICOKOH
MHTEHCUBHOCTbIO CBEUYEHHs! JIIOMHHECUEHTHOH CyCreH-
3MH C BO3MOXKHOCTBIO BblIauk COOOLIEHHUS ONepaTopy o
HaJIMYKK JleheKTa.

CkornJieHHe MarHUTHOTrO MOpolKa Haja AeheKTOM
MPUBOJUT K U3MEHEHHIO HHTEHCHBHOCTH €r0 CBEUEHHUS,
YTO MOXKET HCIOJIb30BAaThCSl B KaUeCTBe napamerpa s
o6yuenust HC.

B nacrosiiiee Bpems cyliecTByeT 60J1b110€ YHCIIO 01
XOJIOB K pacro3HaBaHuio JeeKTOB Pa3jnyHOro THIIA.
[TocTpoeHbl aBTOMAaTH3HPOBAHHBIE CHCTEMbI, HCITOJIb3Y -
foLMeE /11 X KJ1aCCU(PUKALUY CTATHCTHYECKHE METO/LbI
MalinHHoro o6yuenusi. Takoe pacrnosHaBaHue MUMeeT
pslL €CTECTBEHHBIX HEJOCTATKOB: CyObeKTUBU3M, MaJlast
HajIe’KHOCTh, 3aBUCUMOCTb OT KOMIETEHTHOCTH oTlepa-
TOpa U T.JI.

JIpyrum noaxoioM K pacrno3HaBaHUIo 1e(HEKTOB MOXKET
cratb ucnosb3zoanne HC. B otsune ot cratueTnueckux
metosioB, HC npumenstoTes Aas petieHus TpyaHo dhop-
MaJiu3yeMbIX 3aj1a4, /151 KOTOPBIX CJIOMKHO HAUTH TOYHBIH
aJTOPUTM pelleHHs .

PasnoBumHoctbio HC, ucnosibayeMbix Mpu aHajuse
CJIOXKHBIX 06'bEKTOB, sBJsIOTCS cBepTouHble HC (anni.
convolutional neural network, CNN), kotopbie MoryT
9(DPEKTUBHO MCMONB30BATLCA JI/Is1 PACMIO3HABAHUSA U
KJaaccuukalny uzobpaxkenuii [ 15—18].

CBoe Ha3BaHHWe apXUTEKTypa CETH MOJydHa H3-
3a HaJMuMs Onepallu CBEPTKH, CyTh KOTOPOH B TOM,
UTO KaXK/blil (pparMeHT H306paxKeHHs1 YMHOXKAETCS Ha
MaTpuily (si1p0) CBEPTKH MO3JEMEHTHO, a pe3yJibTaT
CYMMHUPYETCS U 3aMUChIBAETCS B aHAJOTHUHYIO TTO3HILUIO
BBIXOJIHOT'O H300paKeHHs.

Caeptounas HC o6bluHO npeacrapisieT co6oit yepe-
JIOBaHWe CBePTOUHBIX cjioeB (convolution layers), cy6-
JIMCKpeTH3UpytolluX cnoes (subsampling layers) u npu

9 KAPT NpLIHAKGE
. .

Cyfigexpetianpynowgiii  CoepToskm l“
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Puc. 1. lNMpumep apxutekTypbl cBepTOoYHOU HC A5 3a4a4m knaccugukaumm n3obpaxeHus
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HaJIMuuK 1oJiHoCBsI3HbIX cjoeB (fully-connected layer)
Ha BbIxojie (puc. 1). Bee Tpu Buaa cioeB MoryT yepeso-
BaThCsl B IPOU3BOJILHOM MOPSJIKE.

OcHoBHas ujest ceeprounbix HC 3ak/touaerces B ToMm,
yto npu obyuenun HC Ha ocHoBe HccenyeMblX H30-
OpaKeHUH OJIHOTO KJacca, OHa CaMOCTOSITENbHO op-
MHUpyeT HaGOpbl MPU3HAKOB (TaK Ha3blBaeMble KapTbl
MPU3HAKOB), KOTOPbIE B TOJHOH Mepe XapaKTepH3YIoT
9TOT CaMblil KJacc, U B TO K€ BpeMsl, OTAEJSAIOT HX OT
Jpyrux uzo0OpaxkeHuil. Bee sato peanusyercs B cetu, ¢
MOMOLLbIO TAK Ha3bIBAEMbIX CBEPTOUYHbIX CJI0EB, KOTOPbIE
COCTaBJISIIOT KAPTbl MPU3HAKOB H300paKeHHsl, U CJI0EB
NoJBbIGOPKH, KOTOPble YMEHbLIAIOT MaciuTad Haobpake-
Husl. YepeoBaHue JaHHbIX CJIOEB MO3BOJISIET COCTABUTD
KapTbl MPU3HAKOB, C OMOLLbIO KOTOPbIX H300pazKeHHsI
KJ1acCH(HUIIHPYIOTCSI.

Ha nanHblii MOMEHT He cyliecTByeT 060CHOBaHHbBIX
pekoMeHaauui it BbI6opa apXUTEKTYPbl CBEPTOUHBIX
HC. Cetb Mo2xkHO cob6paTh 13 6JIOKOB, ONTUCAHHbBIX BbILlIE,
MOUTH B JIIOOOM NOPSJIKE H JIIOOBIX Pa3MepoB.

OcHoBHO# ocoGeHHOCTbIO M npenmyltectsoM HC
nepej TPAJUIHOHHLIMU aJTOPUTMAMH — 3TO BO3MOXK-
HocTb 00y4eHus. B npouecce o6ydyenuss HC cnoco6ua
BBISIBJIATH CJIO’KHbIE 3aBUCHMOCTH MEXTY BXOJHBIMH U
BBIXOJIHBIMHU JIAHHBIMM, @ TaK»Ke BbIMOJHATb 0600111e-
Hue. To ecTb, Mpu ycremHoM o6yueHUH, CeTh O3BOJIUT
MOJYYHUTh Pe3y/ibTaT Ha OCHOBAHWM JAHHbBIX, KOTOpbIE
OTCYTCTBOBaJ/M B 00yyvatollell BLIOOpKe, a TakKe B CJy-
yae Mpe/CTaB/IeHUs HeMOJHbIX H/ M «3alIyMAeHHBIX >,
YaCTUUHO MCKaXKEHHBIX TaHHbIX.

LUenb paGoTrbi

[TokazaTb BO3MOXKHOCTb HCIOJIb30BAHHST CBEPTOYHBIX
HC npu nposenenun MIIK u pazpaGorath aaroputm
noctpoenust HC Ha 6ase yxke cyliecTByIolleH cpef npo-
rpaMMHpOBaHUs U OUOJIHOTEK.

MoaenvpoBaHwue TPaHCMOPTHbIX NPOLIECCOB

MeTtoauka nccnepgosanun. Mcnonbsyemoe
oGopynoBaHue

Jlnsa peanusauuu pacematpusaembix npu MITK asro-
pPUTMOB aHa/M3a U Kjaccuukaluu J1ePeKTOB MOXKHO
UCMOJIb30BATh OIHY U3 CYLIECTBYIOIIUX OUOIUOTEK.

KommnuiekT nporpamMmHoro obecrneueHust CBePTOYHbIX
HC umeeTt yeTbipe 0OCHOBHbIX COCTABJAIOLIMX, NTOKA3aH-
HBIX Ha puC. 2.

ITH nonyJisipHble GUOJIMOTEKH ObLM BbIGPAHBI UCXOJIsT
U3 MX BO3MOXKHOCTH MOJUIEPKKH Pa3JIHUHBIX M1aTHOPM
1 513bIKOB POrpaMMHPOBaHHsl, 8 TAKkKE COBMECTHMOCTH
MexK1y OO0l ¢ MPaKTUYECKOH TOUKH 3pPEeHHUSs.

Takxke B HalleM cyiyyae Obl1 HCTIOJB30BAH PSILAPYTHX
O6UOMOTEK 1Sl HAMTUCAHUS KOJla, HO KOTOPble HAMPSIMYy1O
He cBsi3aHbl ¢ pagpaboTkoil HC.

M3-3a cBOEH HOCTYMHOCTH M MPOCTOTHI B KayecTBe
naTopMbl (Cpesibl TporpaMMEpoBaHusi) OblT BbIGpaH
Google Colab — o6saunblii cepuc Jupyter B BHie 1po-
rpaMmbl-6JI0KHOTA YIS 3aMMCH, NIepe/lad 1 3arycka Koaa
B Google CoLaboratory, nocTynHbiii ¢ JtoO0# TOUKH MUpa
JUISt HATTHCAHHUS KOJIa MM CO3IaHUs JIOKYMEHTALMH.

B KkauecTBe fi3bIKa MporpaMMUpoBaHust Obl1 BbIOpaH
Python — BbICOKOYpPOBHEBBII 13bIK IPOrPAMMHUPOBAHHUS,
OTJIMYAIOIIHICH SPPEKTUBHOCTBIO, MPOCTOTON M YHHBED-
CaJIbHOCTbIO MCIO0JIb30BAHUS.

Lndposyio 06paboTKy moayueHHBIX H3006paxke-
HUE MOXKHO TMPEJCTAaBUTh B BUJE psijla aIropuT™MoB: 1.
bunapusauust nuzoopaxxenusi. 2. Boinenenne pparmenTon
uzobpaxenust. 3. Onpenenenne GopMbl MATHUTOMOPOLLI-
KoBoro ciena. 4. Onpejesenne MJoLIAAR CIeia U €ro
JIMHEHHBIX Pa3MepOB.

Hasnuue Takoro pojia airopuTMoB, IPUMEHHTENBHO K
U300paKeHUsIM Pa3IMUHOTO KauecTBa, Mo3BOJISET B aBTO-
MaTHYECKOM pexKuMe chopMUPOBATH MpeacTaBaeHHEe 00
00bEKTE KOHTPOJIS M BbIIATH 3aKJ/1I0UEHHE O TIPUTOJHOCTH
06 bEKTa KOHTPOJISA K IKCryaTalnd. MeTonnka ucere-

Bu6nunoreka
(Ha6op roToBbIX
(hYHKIHH, KJ1accoB
1 00BEKTOB
JUIs1 pelleHust
ONpeJie/IeHHbIX
3anay)

Mopens
HEAPOHHOM
ceTH

Mo3BoJIsIIONIeE SPPEKTHBHO
pas3pabaTbIBaTh MPOrPaAMMHBII KOJL)

[Tnardopma
(npusoxeHue,

Puc. 2. CTpykTypa cBepTo4Hoii HC
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«MPUMEHEHWE HEMPOHHbIX CETEV B PACTTIO3HABAHUW MHONKALINI
MNP MATHUTOMOPOLLKOBOM KOHTPOJIE AETAJIEMN

JIOBAHHSI 3aKJ/iouaeTcst B ocyeoBaTe/ibHoi 06paboTke
U POBBIX M300PaAKEHUH C PA3TUUHBIMU XapPaAKTEPUCTH -
KaMH (CBETOUYBCTBUTENbHOCTD, pa3pellieHHe, KOHTpACT-
HOCTb MAarHMTOMOPOILIKOBOTO ciiesia, YP-0cBeleHHOCTD
06beKTa KOHTPOJSI, 0611asi 0CBeLUIeHHOCTh pabouero
MecTa U JIp.) U BbISIBJIEHUH 0COOEHHOCTEH /151 KaXKI0ro
U300 paKeHHUSI.

Onpezenienne peakini ajJropuTMOB Ha Te UJIM HHbIE
XapaKTepPUCTUKH H300paxKeHNH MO3BOJIAT BbIBUTD ysi3-
BUMbI€ MECTa CaMMX aJrOPUTMOB MJIM XK€ UX CHJIbHblE
CTOPOHBI. AJIFOPUTMbI ABTOMATHYECKOI 06paGOTKHU LU]-
POBBIX M300PaKeHUI MOTYT ObITb peasM30BaHbl B BUIE
NpOrpaMMHOr0 NaKeTa H 3aleiCTBOBaHbI pH 06paboTKe
peayabratoB [ 12;22;23].

B namewm skcniepumente st o6ydennst HC 6bii noj-
rOTOBJIEH HA0OP BXOJHBIX AAHHBIX, COCTOSLIMH 13 60 130-
6paxkenuti (aiisoB B popmare *.jpg).

Bri6op hopmara u3006paKeHUs1 3aBUCHT OT KOHKPET-
HOM 3a71auk U TpeGOBaHMH K ero KadecTBy. MHorue Mojiesin
MalllMHHOTO 00yUeHHs aanTHPOBaHbI /11 pabOThI C U30-
OpaykeHusIMHU B popmarte *.jpg. OGpaboTKa H300paKeHHH
B TaKOM (hopMaTe MOKeT ObITh ONTHMH3UPOBAHA JI/ISl UX
ObICTPOro UTeHus U 3arpy3ku. [TosTomy ncrnosib3oBanue
TOTO WJIM HHOTO popMaTa HEMPUHILUMHANBHO H opMaT
* jpg Obla BHIOpAH HaMK B CHJIy CBOEH MOMYJISPHOCTH.
[Tpnuem Kakoil 6bI (hopMaT Mbl HM HCTIONB30BAJH, CBEP-
tounast HC (CHC) ocytiectiisieT jajibHeiiliee cxkaTun
JanHbix Ha pororpaduu. OTCI0NA U HE3aBHCHMOCTb KaK
TakoBasi OT popMaTa MpejcTaBeHus H306paxKeHHs.

B kauecTBe U300paxKeHUH HCMOJMBL30BANUCH (POTOTPA-
(hbun 1etanell U COCTABHBIX YACTEH BaroHOB, C/leaHHble
aBTopamu B npottecce nposejaeHuss MITK B oguHakoBbIx

KENESHOLOPOXHOIO TPAHCITOPTA»

YCJIOBUAX PABHOMEPHOH JIIOMHHECLIEHTHON OCBELLeHHO-
CTH, CO3JIaHHOH YD -UCTOUHUKOM U3JydeHHst. DTOT HaGOp
JAHHBIX CONIEPKUT B cebe BbIOOPKY, COCTOSIILYIO U3 JABYX
KJIaCCOB H300parKeHUH:

* u3o0OpaxkeHus, copeprkauine nedekt «def». ledexr
npeacTaBJ/sieT CKOMJIeHHe MAarHUTHOrO TMOPOLIKA Hajl
€CTeCTBEHHO! TPEUIMHON WJIM UCKYCCTBEHHBIM Jlepek-
TOM C YK€ M3BECTHbIMH padMepamu B BHJE 3aBOJCKOH
BCTaBKH;

* u3o6GpaxkeHus, coiepkatiine ot («fon»), ocranseH-
Hblii nocsie nposenenuss MITK ¢ ucnosnbsoBanuem Jomu-
HeCLLEHTHOH CyCNeH3WH B YCJIOBHSIX OTCYTCTBHS IePeKTOB
Ha noBepxHocTH. PoH npecrabsieT co00i paBHOMEPHOE
pacnpeje/ieH|e YaCTHIL MAarHUTHOTO MOPOLLIKA HA y4acTKe
00beKTa KOHTPOJISI T10C/Ie OllepalMi HaMarHM4uBaHusl 1
HaHEeCEHHUS! JIIOMHHECLEHTHOH CYyCITEeH3HH.

Ha puc. 3 npuBeneHa cxema sKcrepuMeHTa, KOTOpbIi
COCTOSIJ1 M3 JIBYX 3TAIOB: MOAMOTOBUTEJBHOIO H OCHOB-
Horo. Ha noarotroBuresbHOM 3Tane OCyLLECTBJISIICS
HenocpeactBeHHO cam MIIK BbiGpaHHbIX 00BEKTOB, a Ha
OCHOBHOM 3Tare TPOUCXoausa HppoBasi perncTpais
n300pakeHU 1 X JajbHeras o6paboTKa.

O6mbekT koutpoJs B npotiecce MITK, ocseriascst npu
nomotn YP-ncrounnka nanyuenusi( Ultrafire WF-501B
UV, Kurait) ¢ gmno#t Bosiabsl 395 HM. C momolibio mud-
poBoii hoToKamepsl ¢ paspelienrem 64 Mn (oxycHoe
paccrosinun /=150 MM) perucTprpoBani H3o0paxenue
NoJTyde HHBIX MHANKALUMH Ha y9acTKe 06'beKTa KOHTPOJS,
nocJie 4ero noJyueHHoe HH(poBoe n306parkeHne 3arpy-
JKaJIM Ha TePCOHAJBHBIF KOMIBIOTEP A/IA JaJbHEHLICH
06paboTku (cM. puc. 3). OCBEUIEHHOCTb KOHTPOJHUPY-
eMOil MOBEPXHOCTH BHANMBIM CBETOM H3Mepsiiach LUp-

Puc. 3. YcnoBHas cxema 9KCcrnepurmMmeHTa. a — Y®-uctouyHnk n3ny4eHuvs; 6 —M306pa)KeHMe y4dacrtka obbekTa KOHTPOJIA rnocrie
nposeaeHus MIK; B — ungpposas kamepa; r — KOMAboTeP C MPorpaMmMHbIM obecrnieyeHnem
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poBbiM mysbTuMerpom (MASTECH MS-8229, Kurait)
1 He nipeBbiana 20 Jx.

B xojie sKcniepuMeHTa ISl IOJyUeHHS KAueCTBEHHbIX
thororpaduii moJyueHHbIX HHAMKALMH TTOC/Ie TPOBEAEHHS
MIIK cobaionanuch Takde napameTpbl Kak paBHOMeD-
Hast YP-0CBeleHHOCTb MOBEPXHOCTH 0O'bEKTA KOHTPOJIS
(paccrosiHHe BbIIEPXKUBAJIOCH 33 CUET CTALLHOHAPHOTO
LITaTHBA C BO3MOXKHOCTbIO (pukcauun YP-uctouHuka
M3JlydeHHs1) U OJIMHAKOBOE PACCTOSIHUE OT LU(PPOBOH
thoTokamepbl 10 06bEKTa KOHTPOJIS.

MarnuTonopoiKoBoMy KOHTPOJIIO MOJABEPrajkch clie-
JIOLLIMe IeTajli: MasiTHUKOBAsl MoJIBECKA aBTOCLLEMTHOTO
YCTPONCTBA C MPOJIOJBLHOMN U 1ONePEeYHbIMH TPELLMHAMH,
BTYJIKA WUIMUHTOHA C MPOJOJBbHON TPELLMHON, (hparMeHT
Le/IbHOKATaHOro KoJieca ¢ MonepeyHol TpeluHoi Ha
BHYTPEHHEeH yacTH 060/1a, POJIMK MOALLIMITHUKA C UCKYC-
CTBEHHBIM Je(eKTOM B BHIe BCTaBKH, rafika IIecTH-
rpaHHasi ¢ (JlaHLEeM MOBOJKA TEJNeXKH C MPOAOJIbHOM
TPELLHHOHN ).

[To HaGopy BXOAHBIX JaHHBIX (pUC. 4) MOXKHO Mpej-
CKasaTb pe3yJ/bTar, HanpuMep, POHOBOE CBeUeHHE UH/IU -
KaTopa WM cBeueHue jedekra (TpelinHa, BOJOCOBUHA,
JIOXKHbIE HHIMKALLWK [0 PUCKAM H JIp. ).

HMrorosasi onlenka kadectBa o6yuenuss HC nocie
3aBeplleHus rpoliecca 06yueHHs TPOBOUIACL HA TECTO-
BOM Habope JaHHbIX, KOTOPbIH TaKKe MpeacTaBJsiJl Mojl-
60pKy H300paKeHHi, He BXOJAIIUX B MepBOHAYAJbHBIH
jatacet!, ¢ MarHUTOMOPOIIKOBBIMU MHAMKALMSMH Ha
YIOMSIHYTBIX BbILLE JeTaJsAX.

YuurbiBast HeG0JIbIIOE KOJHUECTBO HMEIOLLIUXCS H30-
OpaxKeHuH, BaXKHO ObIJIO MOJMYYUTb MAKCHMaJbHO XOPO-
LKA pe3yJsbTaT NpH pacro3HaBaHuK ledeKTa, BeposiT-
HOCTb KOTOPOTO MOXKHO OLLEHHTH B npolieHTax. Haunbosee
ONTUMAJIbHBIM METOIOM 0OYyYeHHsl SIBJSIETCS MPaBHJIO
«80 na 20», 1. e. 80% Bcex uzobpaxenunii HC Gyner
UCII0JIb30BaTh B KayecTBe MaTepHaJsioB Jyls 0OyuyeHHs,
a ocrapurecs: 20 % MCNOJIb3YIOTCS /151 TPOBEPKH M1pa-
BusbHOCTH pa6oThl HC. DTo mpaBuio UCnogbayloTcs

'Naracet — COBOKYMHOCTb IAHHBIX, CHCTEMATH3UPOBAHHbIX B OMpe/ieJeHHoM hopMarte (B HALLEM CJyuae 1aTaceToM siBJsieTcst Habop poTorpaduil

B (hopmarte «*.jpg»).

Puc. 4.Mprumep ncrnosib3yemMbix n306paxeHunii 45151 GopMupoBaHusi BXOAHbIX AaHHbIX rpy obyyeHun HC: a — ¢goHoBOE
cBeveHuve cycrnieH3nmn KCP-12 Ha noBepxHOCTY yrOpPHOro KoJbLa rnoALunnHuka 6ykcoBoro y3na; 6 — ceevyeHve negekra
(TpeLurHbl) Ha MOBEPXHOCTM YIOPHOro KOJbLa NoALunnH1Ka 6ykcoBoro y3na; B — poHoBoe cBeyeHue cycrieH3un KCPH-12 Ha
MOBEPXHOCTU LieJIbHOKaTaHoro Koseca KoJecHoV napsl; I — cBe4YeHne gepekta (TpeLynHbl) Ha NoBepPXHOCTU LieJIbHOKaTaHoro

KoJsieca KoJ1eCHOW rnapbl
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npaktuuecku s Bcex HC, 0T KOTOpbIX 0:KMAAIOT OTIpe-
JIeIEHHBIN pe3yJibTaT Ha Bbixofe [24—27].

Pe3ynbTarbl UCCNEOBaHUA U UX OGCYK-
AeHue

[TocsenoBaTeibHOCTh HAMUCAHUS KOJA HA f3blKe
Python, ¢ nomouibio KOTOpOro npoucxoausio obyueHue
HC niis1 pacriosnaBanus u Kaaccupukaiii 1306 pazkeHuH
COCTOMT U3 CJIEYIOLIUX OepaLiuii:

1. mnopt HyKHBIX HaM GUGJIMOTEK B Cpey paspa-
60TKH (pHC. D).

2. Tlonk/atoyenue 06J1a4HOTO XpaHUJIULILA, B KOTO-
poe mpeaBapuTebHO OblJIM 3arpy:KeHbl H300paKeHHUs1

XKEJTIESBHOJOPOXHOIO TPAHCITOPTA»

(puc. 6). Tak kak pazpaboTKa NPOU3BOAUTCS B 001AUHOM
cepBuce, HeOOXOAUMO U300PaKEHHUS B HErO 3arPy3HUTb.
PeanuzoBaTh paHHyl0 3a1ady MOXKHO Pa3HbIMH CIIOCO-
6aMu, B TOM YHCJIe MOAK/IIOUUTE 00a4HOe XPAHUIIHIILE
B cpelly pa3paboTKH.

3. Cosnanue TeCTOBOTO U TPOBEPOYHOro Jaracera
(puc. 7).

4. KsummipoaHnue jataceta, OCHOBHOM (hyHKIIH€EH KOTO-
pOTo SIBJISIETCS yCKOPEHHUe TIpoLiecca U3BJIeUeH s TaHHbIX
(puc. 8).

5. Cosnanue u komnumuposanue” mogean HC (puc. 9).
Jl1s1 Haleit 3amaun Xopolo MoJoILIa OoCIe10BaTe N b-
Hast apxurektypa HC, cocrosimias u3 6JI0KOB CBEPTKH

2563 KOMIIUWJISITOpa JI0O0M KOJL Ha 513bIKE nporpaMMHpoBaHHust 6yﬂ€T JUIs KOMITIbIOTEpa MPOCTO TEKCTOM — OH He pacro3dHaeT KOMaHJbl U HE CMO-

2KeT UX BbIIOJIHHTb

import matplotlib.pyplot as plt # wmnopT GubamoTerw ANA BH3YaNM3aUMK QaHHLC
import numpy as np # MMNopT GHONHOTEKM NO3BONAKUEA YCKOPHTH PabioTy © MHOTOMEDHHMM MACCHBAMM M MaTPHLIGMMK
import PIL #wmnopT Oubnuorexu ana obpaboTkw waobpawenwd

import tensorflow as tf # wanopt GubnmoTexm TensorFlow

from tensorflow import keras & wmnopt API (keras)

from tensorflow.keras import layers # wanopt dyuxipi w3 TensorFlow u keras
from tensorflow.keras.models import Sequential # wMnopT dywkuwi vz TensorFlow w keras

Puc. 5. BBog 6ubanotek B cpeny paspabotku Google Colab

from google.colab import drive # obpamaemca Kk ¢yHkumu drive
drive.mount('/content/gdrive’, force_remount=True) # noaxnwuaeMm obnauHoe xpaHunuile

Puc.6. lNMoakmoyeHne obnayHoro xpaHunviia Google Drive

batch_size =

# HMxe 3apaem pasmep u3obpaxewus

img_width = 180
img_height = 180

# CO3naem TpeHepoBOWHWA paTaceT (patacet -

train_ds =

32 # pa3mep MMHH-BLIbOpKH

MAaCCHB AaHHBIX)

tf.keras.utils.image_dataset_from_directory(
dataset_dir, # xaTanor naHHmX

validation_split = ©.2, # ¢yH-uMA pasnencHWA w3obpaxeHwi
subset="training", # Bbi3biBaeMulil MeTOA (TpPeHHPOBKa)

seed=123,

image_size=(img_height, img_width),

batch_size = batch_size)

# COo3paem ﬂpDEE‘PCHIlHI_“ AataceT

val_ds = tf.keras.utils.image_dataset_from_directory(

dataset_dir,
validation_split=e.2,

subset="validation”,# Bw3wBacMuii MeToA (nNpoBepka)

seed=123,

image_size=(img_height, img width),

batch_size = batch_size)

Puc. 7. Kog co3gaHHOro TectoBoro v rnpoBepoYHOro Aaraceros

Ne 1" 2025
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C MaKCUMaJIbHbIM 0O0BbEUHSIOUINM CJI0€M B KAXKIOM U3
HHUX, U C MOJHOCBSI3HBIM cJ10eM Ha 128 eaunull, BMecTe ¢
HeJIMHeHON akTuBaloHHON dhyHKimel Relu.

6. O6yuenune HC (puc. 10). dns o6yyenus HC yka-
3bIBAJIOCH KOJIHYECTBO 3M0X° 00YYEHHS U HCTTO/b30BAJICS]
metoz fit. Meron fit ucrnosbayerest Jijisi Bo3BpaltileHust
00bEKTa, B KOTOPOM XpaHATCS 3HaYeHUs! (DyHKLMH MOTEPb
JUIsl TPEHUPOBOUHOH M MPOBEPOUHOH BLIOOPKH (JaTa-
cera).

7. IlpoBepka kauectBa o6yuenusi HC, ¢ ucnosb3o-
Banuem 6ubsnoreku Matplotlib. Onpenesenne TouHo-
ctu 1 notepb* HC Mo craTHCTHUECKUM JIaHHBIM B BHJIE
rpacuKoB.

[To peaynbraram o6yuennst HC 6biiu noJydeHbl 3aBu-
CUMOCTH TOYHOCTH H [1OTEPb HABLIKOB 0OyU€HHUs H 11PO-
Bepkn HC (puc. 11).

Buano, uto k 10-#i 3m0Xe TOUHOCTb HABBIKOB 00yUe-
Hust 1 npoBepku HC pacrer, a notepu HaBbIKOB 06yye-

HUSl M MIPOBEPKH CHUXKAIOTCSA. DTO TOBOPUT O TOM, UTO
HC k 10-i1 3moXxe HauMHAET XOPOLIO PACMO3HABATH KaK
TPEHHPOBOYHBIH, TaK U MPOBepouHbIi jataceT. MoxHo
cuuTaTh, uto oOydenne HC npouwio ycnenixo.

B npoTuBHOM caiyuae, Kak 3T0O UacTo 6bIBAET MPHU pas-
paGotke HC, morepu TOUHOCTH Mpu 0OyYeHUH CHMKA-
10TCS1, OJIHAKO MOTEPH TOUHOCTH MPH MPOBEPKE PACTYT.

dto roBoput o ToM, uto HC Xopouio cnpasiseres ¢
U300paxKeHUSIMH, HCIOJIb3YeMbIMHU NPH €€ TPEHUPOBKE, H
MJI0X0 CIPaBJIeTCs ¢ U30OPAKEHUAMH, HCTOJb3YEMbIMH
JUIsl ee poBepKH. DTo npodJema HazbiBaeTcs overfitting
(c anry. nepeoGyuenue).

Jlist petiieHusi JaHHOH TPOGJEMBI CYLIECTBYIOT 06111e-
NPUHATbIE METOAMKH, TaKHe KaK:

* yBeJIMUEHMeE jlaTaceTa, JMOO MyTeM MOHUCKA HOBbIX
n3ob6paxkKeHui, MO0 NpHU MOMOLIM TeXHHUKH, KOTopas
HasblBaeTCsl «ayrMeHTalMsl aaracera». AyrMeHTalus
— 9TO NpPHUEM, KOTOPbIH MO3BOJISIET paCIMPHUTb AaTa-

*Anoxa — omun uuka o6ydenus HC na maccupe JaHHbIX.

*Tounocts HC npescrapsisieT nokasaresib Toro, Hackosibko npasmuiibio HC kaaccuduimpyer uzopaxenus. [orepy HC — nokasatesn Toro,

HACKOJIbKO JAJIEKO MPeJICKagyeMoe 3HaYCHHE HAXOJAUTCS OT 2KE€JIAEMOIr'0 BbIXOJIHOT'O 3HAYEHHU . Yewm GoJiblile 3HaUEHKE NIOKa3aTe st NoTePb, TEM Xy2Ke

cnpasJisiercst HC co cBoeli 3aaueit 1 Ha060poT.

# KawMpyem pavacer

AUTOTUNE = tf.data.AUTOTUNE
train_ds =
val_ds =

train_ds.cache().shuffle(1eee).prefetch(buffer_size=AUTOTUNE)
val_ds.cache().prefetch(buffer_size=AUTOTUNE)

Puc. 8. KawmpoBaHue garaceta

# coznaem mofens CHC
num_classes = len(class_names)

# HUNE NPONMCHBaEM CNOM CHC W MCNONL3YEM (yHKLHID relu

model = Sequential([

layers. experimental.preprocessing.Rescaling(1./255, input_shape=(img height, img width, 2)),
layers.Conv2D(16, 3, padding="same®, activation='relu'},

layers.MaxPooling2D(),

layers.Conv2D(32, 3, padding='same’, activation='relu'),

layers.MaxPooling2D(),

layers.Conv2D(64, 3, padding="same', activation="relu'),

layers.MaxPooling20(),
layers.Flatten(),
layers.Dense(128,activation="relu'),
layers.Dense(num_classes)

# KOMNUAMPYEM MOOENL

model .compile(
optimizer= ‘adam’,

loss=tf.keras.losses.SparseCategoricalCrossentropy(from_logits=True),

metrics=["accuracy"])

Puc. 9. CosgaHune mogenu ceeptoqHori HC
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epochs = 10 # wonwuecTeo 3nox obyuenua

# Busbisaem meton fit

history = model.fit(
train_ds,
validation_data=val ds,
epochs=epachs)

# DLDOQMM CTATHTHYUECKHE [aHHLe B BHAE rpapHkoB (TOUMOCTE W NOTEpH)
# faHHBA KOA MOXHO HaWRTH B JOKYMEHTAUHH NO paﬁore ¢ TensorFlow

ace =

history.history[ 'accuracy”]

val_acc = history. history['val_accuracy’]

loss = history.history['loss”]

val_loss = history.history["val loss’]

epochs_range = range(epochs)

plt.figure(figsize=(8, 8))
plt.subplot(1, 2, 1)
plt.plot{epochs_range, acc, label='Training Accuracy’)
plt.plot(epochs_range, val_acc, labels'validation Accuracy')
plt.legend(loc="lower right')
plt.title( ' Training and Validation Accuracy")
plt.subplot(1, 2, 2)
plt.plot(epochs_range, loss, label="Training Loss")
plt.plot(epochs_range, val_loss, label='validation Loss')
plt.legend(loc="upper right")
plt.title('Training and Validation Loss')
plt.show()
Puc.10. Oby4eHne HC
a 6
v — Ddyeune
MNpoeepra
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Puc.11. 3aBucnmocTb TOYHOCTH (@) v noTepsb (6) HaBbIKOB 06y4eHUs ( TPEHUPOBOYHbIV npoLecc) n nposepku HC

CEeT B HECKOJIbKO pa3 MyTeM HECJ0XKHbIX MaHUMYJISILHI
¢ H300paKeHUsIMH, a HMEHHO, KAPTHHKH B JaTaceTe
KakuM-J1160 06pazoM MoBopayuBatoT, oToOpaxKator,
UCKaXKaloT U T.JL.

* peryJisipusaiusi, 3To J0BOJIbHO MPOCTOH Marema-
THYECKHH MPUEM, T03BOJISIOLUIHI TTOBBICHTb TOYHOCTb
MOJIeJIH M YMEHbLIHTb HEHYKHbIe 0TKJI0HeHUs1. Kak npa-
Busio B TensorFlow st 9T0TO HCMOMBL3YIOTCS METO/BI
Dropout nnn Batch Normalization [28—30].

Ne 1" 2025

Pyunasi nposepka o6yuennont mosiesin HC (3arpyska
HOBOT'O M300paykeHH s, KOTOPOe OTCYTCTBOBAJIO B JaTace-
TaX (TECTOBBIX ¥ TIPOBEPOUYHBIX ) TIPOU3BOUTCST CJIEIYIOLIIM
06pa3oM. YKasbIBaeTcs MyTh Ha H306pakKeHHe, HaXO/ISIIIH -
ecst B Google Drive 1 mpornucbiBaeTcst KO, 3arpyzKaroriuil
n3o6paxkenue B Mosiesib HC (puc. 12).

[To uroram o6yuennsi HC ¢ 3anaueii knaccudukauyu
neekra (TpelmHbl) U GoHa Ha obpas3nax GbLIN MOJy-
YeHbI CJIe/yIOlIHe Pe3yJIbTaThl.
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# 3sarpyxaem w3obpaxenwa W Google Drive
test =pathlib.Path(’/content/gdrive/MyDrive/test/def/6edc98d1-6734-405b-9108-cT67d781c261. jpg")

# 3arpyxaem w3obpaxewwe B mopens HC
img = tf.keras.utils.load_img(test, target size=({img_height, img width))
img_array = tf.keras.utils.img to array(img)
img_array = tf.expand_dims(img_array, @)
predictions = model.predict(img_array)
score = tf.nn.softmax{predictions[@])
# BHBOOMM PE3YNLTAT NPOBEPKM M30GPAXEHWA HA IKpaH
print(“Ha wsobpaxenwn {} ({:.2f}% sepoatHocTe)".format(
class_names[np.argmax(score)],
108 * np.max(score)))
img. show()

Puc. 12. lpoBepka paboTtsl HC

[ ] # sarpyxaem wzofpawewun w Google Drive
test =pathlib.Path( ' /content/gdrive/MyDrive/test/fon/15d62bb4-23ed-48bF-b836-21bl0cad3be3. jpg’)

# sarpyxacs wiofpaxeqne & Mogens HC

img = tf.keras.utils.load img(test, target_size=(img height, img width))

img_array = tf.keras.utils.img_to_array(img)

img array = tf.expand_dims(img array, @)

predictions = model.predict{img array)

score = tf.nn.softmax(predictions[@])

& BuBogmem PE3YARTAT NpOoGEpKH KJO&pﬂIC‘"FF Ha pan

print({"Ha wzobpamenun {} ({:.27}% sepomTmocTs)"”.format(
class_names[np.argmax(score)],
198 * np.max{score))

img.show(}

)

1/1 [===sszzsszzzszssszszsszzzsszzs==] - @5 42ms/step
Ha wzobpawenuu fon (82.33% sepoAaTmocTs)

[12] # sarpywaem wsobpawemwn m Google Drive
test =pathlib.Path(’/content/gdrive/MyDrive/test/def/6e0c98d1-6734-405b-9108-cf67d751c261. jpg ")

# marpywaem wzobpawewmwe s mogens HC
img = tf.keras.utils.load img(test, target size=(img height, img_width))
img_array = tf.keras.utils.img_to_array(img)
img_array = tf.expand_dims(img_array, @)
predictions = model.predict(img array)
score = tf.nn.softmax{predictions[@])
# BLBOAHM PE3YNLTAT NPOBEPKA M30DPAMEHWA H3 BKPaH
print("Ha wsofpaxemun {} ({:.2f}% sepoarmocte)".format(
class_names[np.argmax(score)],
108 * np.max(score)))
img.show()

(b

1/1 [------------------------------] - @5 43ms/step
Ha wsobpaxenun def (97.98% BEPOATHOCTR)

Puc. 13. Pesynbtatel pabotsl HC no onpeaeneHnio MarHUTonoPOLLKOBbIX MHANKALIMI
¢oHoBoro ceeveHusi (a) v aegpekrta (6)

Ha puc. 13 nokasano, kak HC onpenennna ¢ tounoctbio 97,98 % nsobGpaxkenue, cofepsaiiee 1ehekT U ¢ TOu-
HocTh 82,33 % nzobpakenue, cofepaiiee hoH.

C ydeToM HCIoJIb30BaHusl B paboTe TOJIbKO Habopa AaHHBIX B BHJE IBYX KJIaccoB Haoopaxenuit «def» u «fon»,
cpeansst Tounocth HC cocrasuia 90,16 %, uTo siBasieTcst NpHeMJ/IeMbIM Pe3yJibTaToM NpH HeGOJIbIIOK BhIGOPKe B
60 cdororpacuii.

3axkmnouenme

Takum oGpazom, BbiGpaHHast aBTopaMu KoHburypatus mojean HC siBsisieTcst yrauHoi v BrojiHe paboToCnoCoOHOM
npu pabote ¢ pacrno3dHaBaHneM UHAMKauWi npu nposenaeHun MITK. B nasnbHefiliem B Lessix ycoBepLIeHCTBOBAHHUS
HC B natacer M0KHO 3arpyaTb H300paxKeHHs C JIOXKHBIMH MAarHUTOTIOPOIIKOBBIMH HHIUKALMSIMHU, BEI3BAHHBIMU
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uype3MepHOl KOHLEHTpaleldl MarHuTHOro MHAMKATOpa B MCMOJNb3yeMOM 0ObeMe CyCleH3HH, a TakKe HaJHuneM
3a/IMPOB, PUCOK W IPYTHX MOBPEXKAEHHUH MEeXaHHUeCKOro Xapakrepa.

[IpensoxenHblit aBTopamu anroputm pacorbl HC M02KHO B3Th 32 OCHOBY NPH MACHTU(PUKALUY MATHUTONOPOLL -
KOBBIX MHAMKALMH B X0JIe BbIMOJHEHHsT aBTOMaTHYecKoro uin apromatusnpoanHoro MIIK nerasneil nopsuKHoOro

cocTaBa C UCIOJb30BaHUEM ClieHaJIu3UPOBAHHBIX CTEH/10B U BU/IEOCHUCTEM. @
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